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Abstract

Implicit measures were developed to provide relatively pure estimates of attitudes and stereotypes, free from the influence of processes that constrain true and accurate reporting. However, implicit measures are not pure estimates of attitudes or stereotypes but, instead, reflect the joint contribution of multiple processes. The fact that responses on implicit measures reflect multiple cognitive processes complicates both their interpretation and application. In this article, I highlight contributions made to research using implicit measures by multinomial processing trees (MPTs), an analytic method that quantifies the joint contributions of multiple cognitive processes to observed responses. I provide examples of how MPTs have helped resolve mysteries that have arisen over the years, examples of findings that were initially taken at face-value but were later re-interpreted by MPTs, and look to the future for ways in which MPTs seem poised to further advance research using implicit measures.
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How multinomial processing trees have advanced, and can continue to advance, research using implicit measures

Implicit measures were developed, in part, to provide relatively pure estimates of attitudes and stereotypes, free from the influence of processes that constrain true and accurate responses (e.g., Bargh, 1999; Fazio, Jackson, Dunton, & Williams, 1995). To do so, implicit measures implement task conditions assumed to make responses difficult to feign strategically (e.g., response deadlines; subliminal stimulus presentation). However, subsequent research revealed that implicit measures are not pure estimates of attitudes and stereotypes but, instead, reflect the joint contribution of multiple processes.

The fact that multiple cognitive processes influence responses on implicit measures raises important questions about social cognition. For example, if an intervention reduces implicit bias, how can we know whether the intervention changed cognitive process related to the attitude or something else? If unrelated implicit measures correlate, or related implicit measures do not correlate, is there a problem with our measures or with the construct we are attempting to measure? Questions like these pose problems for basic scientists and practitioners alike who seek to use implicit measures to advance theory or improve the human condition. In this article, I will highlight the role of multinomial processing trees (MPTs: Riefer & Batchelder, 1988) in answering these kinds of questions, and others, thereby helping to advance research using implicit measures.

Multinomial Processing Trees: Some Background

---

1 I use the term ‘implicit’ to mean ‘indirect’ (Corneille & Hütter, 2020). Thus, an ‘implicit measure’ assesses mental contents indirectly, often based on the speed or accuracy of responses, rather than on the contents of responses, per se. Accordingly, I use the terms ‘implicit bias’ and ‘implicit attitudes’ synonymously to refer to behavioral responses indexed by an implicit measure.
MPTs are a class of methods that has been used extensively to quantify the contributions of multiple processes to responses on implicit measures. For those not already familiar with MPT modeling, it might be helpful to think of MPTs as analogous to the perhaps better-known method of Structural Equation Models (SEM), in that both SEMs and MPTs use observed responses to estimate the contributions of unobservable cognitive processes (Figure 1). The similarities between SEM and MPTs are largely conceptual: for example, the math underlying each method is very different. That said, I will not be delving into the math underlying MPTs in this article, so the SEM analogy might be a helpful scaffold for the ideas presented below.

![Simplified depictions of a structural equation model (SEM; left) and a multinomial processing tree (MPT; right). Rectangles reflect observed, manifest responses and ovals reflect unobserved, latent processes. SEM can estimate the contribution of a common latent process to multiple measures, whereas MPT can estimate the contribution of multiple latent processes to a single measure.](image)

**Figure 1.** Simplified depictions of a structural equation model (SEM; left) and a multinomial processing tree (MPT; right). Rectangles reflect observed, manifest responses and ovals reflect unobserved, latent processes. SEM can estimate the contribution of a common latent process to multiple measures, whereas MPT can estimate the contribution of multiple latent processes to a single measure.

An MPT begins with a set of parameters that are hypothesized to represent the latent cognitive processes that influence discrete responses to a measure (e.g., correct/incorrect; yes/no). The parameters are operationalized on a probability scale, ranging from 0 to 1, such that the values reflect the likelihood of the cognitive process taking place. The relationships among the parameters can be represented in a tree-like structure that specifies how sequences of these processes (“branches”) jointly produce responses (“leaves”) to all possible conditions in the task, e.g., correct (✓) and incorrect (✗) responses (Figures 2-8). Parameters with lines leading to them
are conditional upon all preceding parameters. The overall probability of each response can be represented as the sum of the products of the parameters (or their complements) in all of the branches that lead to that response. These probabilities form a system of equations that serves as the basis for parameter estimation: Participants’ observed responses are entered as outcomes to the equations, and parameter values are estimated (e.g., through closed form, expectation maximization, or Markov Chain Monte Carlo methods) that most closely reproduce the observed responses. The degree to which the outcomes predicted by the parameter estimates align with participants’ responses can be quantified using goodness-of-fit statistics, such as $\chi^2$ or $G^2$, and the parameters interpreted as estimates of the influence of the hypothesized cognitive processes.

The manner in which the parameters of an MPT are specified to produce responses on an implicit measure is articulated based on theory. In this way, MPTs reflect a formalized statistical embodiment of theoretical assumptions about implicit measures. Consequently, an MPT can only provide meaningful results if the theory is correct, and model fit statistics provide a quantitative metric to gauge the accuracy of the theory underlying an MPT. Poor fit indicates that the theoretical assumptions operationalized in the equations of the model are insufficient to describe the observed outcomes. Thus, an MPT is not valid if it cannot provide adequate fit to data. However, model fit is only one of many steps in the development of an MPT. Additional evidence is necessary to demonstrate a relationship between each parameter and the psychological process it is assumed to reflect. Model developers must also conduct a series of selective-influence experiments to demonstrate the conceptual, convergent, discriminant, and predictive validity of each parameter in an MPT. For example, if a parameter is assumed to reflect evaluations of a racial group, then it should be sensitive to variations in the phenotypicality of the exemplars used to represent that racial group. MPTs have been validated
on many implicit measures, such as the implicit association test (Conrey, Sherman, Gawronski, Hugenberg, & Groom, 2005; Meissner & Rothermund, 2013), weapons identification task (Payne, 2001), affect misattribution procedure (Payne, Hall, Cameron, & Bishara, 2010), stereotype misperception task (Krieglmeyer & Sherman, 2012), go/no-go association task (Nadarevic & Erdfelder, 2011), and extrinsic affective simon task (Stahl & Degner, 2007).

The purpose of this article is not to provide a comprehensive review of the published literature of MPTs that have been applied to implicit measures. For that, see excellent reviews by Payne and Bishara (2009), and Hütter and Klauer (2016). Instead, the purpose of this article is to provide a brief summary of some of the contributions that MPTs have made to the literature on implicit measures. This summary is organized into three sections. The first provides examples of how MPTs have helped to resolve mysteries that have arisen over the years in research using implicit measures. The second section highlights findings in the literature that were initially taken at face-value – non-mysteries, as it were – but were later re-interpreted by MPTs. And finally, the third section discusses some areas in which MPTs are, in my view, poised to advance research using implicit measures.

**Resolved Mysteries**

**Implicit Bias Change**

When implicit measures were first developed, initial theorizing assumed that implicit biases operate automatically and invariantly and, thus, are largely impervious to control or change (e.g., Bargh, 1994; Devine, 1989; Dunton & Fazio, 1997; Fiske, 1998). However, evidence quickly emerged that implicit biases could be changed in a wide variety of ways (Blair, 2002). Because responses on implicit measures were largely assumed to primarily reflect
associations\(^2\) stored in memory (e.g., Fazio & Towles-Schwen, 1999), association-focused explanations for implicit bias change abounded (e.g., Kawakami, Dovidio, Moll, Hermsen, & Russin, 2000; Smith & Zárate, 1992; Wilson, Lindsay, & Schooler, 2000). That said, other perspectives were beginning to suggest that responses on implicit measures did not reflect the unfettered expression of associations, as initially assumed. Instead, processes such as automatized egalitarian goals were proposed as candidates to constrain the expression of associations on implicit measures (e.g., Kawakami et al., 2000; Monteith, 1993; Moskowitz, Gollwitzer, Wasel, & Schaal, 1999). However, summary statistics of performance on an implicit measure, such as the \(d\)-score (Greenwald, Banaji, & Nosek, 2003) for the implicit association test (IAT: Greenwald, McGhee, & Schwarz, 1998), cannot distinguish between associative versus control-oriented explanations for implicit bias change. Changes in summary statistics indicate that something has changed, but provide no information on what specifically has changed. Consequently, the mystery of the processes underlying implicit bias change largely remained moot without a tool to investigate it.

Because MPTs quantify the joint contributions of multiple processes to responses, they are well-positioned to investigate the processes underlying implicit bias change. And they have. For example, implicit racial bias can be reduced by exposure to counter-stereotypical people (e.g., White serial killer Jeffrey Dahmer; Black actor Denzel Washington: Dasgupta & Greenwald, 2001), and MPT analysis using the Quad model (Figure 2) revealed that this change is mediated solely by an associative process (i.e., Association Activation: Gonsalkorale, Allen,

---

\(^2\) Early association-focused theories shaped the terminology of the literature on implicit measures. In this manuscript I retain this terminology for the sale of clarity and continuity, and use the term “association” to refer to one of the mental constructs assessed by implicit measures. However, I make no strong assumptions about the representational nature – associative or otherwise – of the constructs assessed by implicit measures.
Sherman, & Klauer, 2010). Similarly, implicit preference for White relative to Black people can be reduced by portraying Black people in positive versus negative contexts (e.g., church versus ghetto: Wittenbrink, Judd, & Park, 2001), and the Quad model indicated that this change is mediated solely by a control process (i.e., Overcoming Bias: Allen, Sherman, & Klauer, 2010). And finally, implicit racial bias can be reduced through repeated practice affirming stereotype-incongruent trait pairings (e.g., Black-smart; White-violent: Kawakami et al., 2000), and the Quad model found that this change is mediated by both associative and control processes (i.e., Association Activation and Detection: Calanchini, Gonsalkorale, Sherman, & Klauer, 2013).

Figure 2. The quadruple process model (Quad model: Conrey et al., 2005) posits the influence of four qualitatively distinct processes. Association Activation (AC) reflects evaluations activated by the stimuli. Detection (D) reflects accurate responding to stimuli. Overcoming Bias (OB) reflects an inhibitory process that determines whether AC or D drives a response. Guessing (G) reflects any other processes that drive responses in the absence of influence from AC, D, and OB.

Taken together, MPTs helped to resolve the mystery of the processes underlying implicit bias change: Sometimes change reflects changes in associations; other times it reflects changes
in control; and yet other times it reflects changes in both associations and control. That said, a more homogenous pattern of results (e.g., implicit bias change consistently reflecting changes in the same cognitive process) would seem more parsimonious. However, this disparate pattern of results is perhaps unsurprising, given the heterogeneity among the hundreds of implicit bias-reduction interventions developed over the years (Lai, Hoffman, & Nosek, 2013). In an effort to synthesize these different patterns of results, my colleagues and I (Calanchini, Lai, & Klauer, 2020) applied the Quad model to IAT data reflecting 18 different bias-reduction interventions. Using a taxonomy of intervention categories based on shared procedural and conceptual features, we meta-analyzed across categories and found that interventions based on the principles of evaluative conditioning influenced control processes (i.e., Overcoming Bias, Detection)\(^3\), whereas interventions that relied on counterstereotypic exemplars or strategies to override biases influenced both associations and control processes (i.e., Association Activation, Detection). This taxonomy-based approach lays the foundation for an important advancement in research using implicit measures that will take some of the mystery out of implicit bias change: rather than researchers applying MPTs retroactively (and, perhaps, speculatively) to find out which cognitive process(es) were influenced by an intervention, this taxonomy may help researchers to more precisely develop interventions with the \textit{a priori} intent of targeting specific cognitive processes.

**Correlations Among Unrelated Implicit Measures**

Another mystery that emerged relatively soon after implicit measures were first developed is that unrelated implicit measures sometimes correlate. For example, when implicit bias is operationalized in terms of latency-based summary statistics, an IAT configured to

---

\(^3\) See also Hütter, Sweldens, Stahl, Unkelbach, and Klauer (2012) for further evidence from MPTs of the role of control processes in evaluative conditioning.
measure attitudes towards Black versus White people correlates with an IAT configured to measure attitudes towards things that are delicious versus happy (McFarland & Crouch, 2002; see also Mierke & Klauer, 2003). Improvements to the way in which latency-based summary statistics are calculated (Greenwald et al., 2003) reduced, but did not eliminate, the correlation between unrelated IATs (Cai, Sriram, Greenwald, & McFarland, 2004). Consequently, evidence of relationships between IATs configured to assess unrelated constructs indicated that something attitude-unrelated influences responses on IATs which, in turn, poses a problem for interpreting the magnitude of implicit bias summary statistics to reflect the strength of the attitude (e.g., Banaji, 2001; see also Mierke & Klauer, 2001).

MPTs can be used to disentangle the contributions of attitude-related versus -unrelated processes to responses on implicit measures. Most of the MPTs that have been applied to implicit measures share in common the dual-process framework of automaticity and control (Posner & Snyder, 1975; Shiffrin & Schneider, 1977). Generally, the automatic processes reflected in MPTs are assumed to be attitude-related, whereas the control processes are assumed to be attitude-unrelated. However, this assumption conflates the circumstances under which the process can exert influence (i.e., its operating conditions) with the qualitative nature of the process (i.e., its operating principles): An automatic process is not necessarily attitude-related, and vice versa (Gawronski & Bodenhausen, 2009). To the extent that an MPT parameter reflects an attitude-related process, it should correlate across IATs that share conceptual content, but not correlate across dissimilar IATs. In contrast, to the extent that an MPT parameter reflects an attitude-unrelated (i.e., domain-general) process, it should correlate invariantly across IATs, regardless of conceptual overlap.
Like other MPTs for implicit measures, the Quad model is based on this dual-process theoretical framework. However, unlike other MPTs (i.e., Meissner & Rothermund, 2013; Nadarevic & Erdfelder, 2011; Payne, 2001; Payne et al. 2010; Stahl & Degner, 2007), the Quad model includes two parameters that are conceptualized to reflect qualitatively distinct automatic processes (i.e., Association Activation, Guessing), and two parameters that are conceptualized to reflect qualitatively distinct control processes (i.e., Detection, Overcoming Bias). Thus, the Quad model provides two opportunities each to examine the extent to which automatic versus control processes are attitude-related versus domain-general. Given that Association Activation is assumed to reflect valenced associations activated by specific stimuli (e.g., pictures of the ingroup activating positive associations), it should be expected to reflect an attitude-related process. However, even though Guessing is also conceptualized to reflect an automatic process, it could plausibly be either attitude-related or domain-general. Guessing is operationalized as the tendency to rely on one response over the other (e.g., pleasant versus unpleasant) in the absence of other guides to response. Such a response bias could be general (e.g., an optimistic outlook), but might also be specific (e.g., “I like people but hate spiders.”). Both of the control processes would also seem to be equivocal in terms of their attitude-specificity versus domain-generality. One control process, Detection, is conceptualized as the likelihood of accurately determining the correct response, which could reflect a general skill (e.g., executive function), but could instead reflect specific expertise (e.g., a florist responding more accurately on a flower/insect IAT than on a race IAT). The other control process, Overcoming Bias, is conceptualized as the likelihood that a behavioral response produced by Association Activation that would lead to an incorrect response is replaced with a contextually correct response. Thus, Overcoming Bias could also reflect a general skill (e.g., executive function), or it could reflect specific motivations (e.g.,
egalitarianism). Consequently, even though previous evidence strongly suggested that some domain-general processes influence IAT responses (McFarland & Crouch, 2002; Mierke & Klauer, 2001, 2003), which processes specifically are domain-general remained an open question.

With this question in mind, my colleagues and I (Calanchini, Sherman, Klauer, & Lai, 2014) had participants complete pairs of IATs that varied in conceptual overlap. Quad model Association Activation parameters correlated most strongly across IATs that shared high conceptual overlap, and these correlations decreased as conceptual overlap decreased. Guessing parameters demonstrated the same pattern of results, which suggests that both Association Activation and Guessing are attitude-specific processes. In contrast, both Detection and Overcoming Bias correlated strongly with themselves across IATs, regardless of conceptual overlap, which suggests that these are domain-general processes. These findings illustrate how MPTs helped to resolve the mystery of correlations between unrelated implicit measures by quantifying the components of IAT responses that are attitude-related versus domain-general. Moreover, MPTs extended previous research on the contributions of attitude-unrelated processes to responses on implicit measures (Mierke & Klauer, 2001; 2003) by shedding light on the qualitative nature of these processes (i.e., accuracy-orientation; inhibition).

Lack of Correlations Between Related Implicit Measures

A third mystery that emerged relatively early in the history of implicit measures is that related implicit measures sometimes do not correlate. Though the IAT is arguably the flagship implicit measure, many other measures have been developed over the years: the evaluative priming procedure (EPP: Fazio et al., 1995), weapons identification task (WIT: Payne, 2001), affect misattribution procedure (AMP: Payne, Cheng, Govorun, & Stewart, 2005), go/no-go
association task (GNAT: Nosek & Banaji, 2001), and extrinsic affective simon task (EAST: DeHouwer, 2003). To the extent that different implicit measures are configured to assess the same construct (e.g., racial bias), and to the extent that implicit measures are assumed to be relatively pure measures of that construct, then the measures should be expected to correlate strongly. But, sometimes, they do not (e.g., Bar-Anan & Nosek, 2014; Bosson, Swann, & Pennebaker, 2000; Nosek & Banaji, 2001).

Procedural demands determine which processes influence responses on an implicit measure (Payne, Burkley, & Stokes, 2008). Consequently, method-specific variance may obscure correspondence between different implicit measures configured to assess the same construct. Payne (2005) provides an example of using MPTs to separate construct and method variance. Participants completed an EPP and a WIT, both configured to assess racial bias. Summary statistics of performance bias (i.e., error rates) correlated poorly between the EPP and WIT. However, MPT analysis using the process-dissociation model (PD model: Payne, 2001; Figure 3) revealed a significant relationship between measures on the parameter assumed to reflect racial attitudes (i.e., Automatic). Thus, the apparent lack of correlation between related implicit measures turned out to be a problem of signal versus noise, and MPTs helped to resolve this mystery by isolating the process of interest (i.e., racial attitudes) from other processes (i.e., method variance).
Figure 3. The process dissociation model (PD model: Payne, 2001) posits the influence of two qualitatively distinct processes. Control (C) reflects intentional responding in accordance with task instructions. Automatic (A) reflects associations activated by the stimuli.

Seemingly Nonsensical Implicit Biases

In one of the seminal demonstrations of implicit bias, participants responded to “flower + pleasant” and “insect + unpleasant” IAT pairings more quickly than they did to “flower + unpleasant” and “insect + pleasant” pairings (Greenwald et al., 1998). Greenwald and colleagues selected flowers and insects as stimuli because they assumed that participants evaluate them relatively uniformly – most people like flowers and dislike insects – which dovetails with an interpretation of the observed pattern of results to reflect an overall evaluative preference for flowers over insects. However, Brendl, Markman, and Messner (2001) threw a wrench into this otherwise straightforward example by replacing flowers with neutral non-words (e.g., “Larnist”). Surprisingly, participants responded to “insect + pleasant” and “non-word + unpleasant” IAT pairings more quickly than they did to “insect + unpleasant” and “non-word + pleasant” pairings. The evaluative preference for insects over nonwords suggested by this pattern of results is a mystery, given that participants are assumed to hold pre-existing negative evaluations of insects but no pre-existing evaluations (positive or negative) of novel non-words.
Given that competition between evaluative associations alone does sufficiently account for an implicit bias in favor of insects over non-words, Meissner and Rothermund (2015) proposed that participants were employing a task-simplifying strategy by which the double categorization task of the IAT is recoded into a single categorization task based on one feature shared among stimuli (Rothermund & Wentura, 2004). For example, on a flower/insect IAT, responses could be recoded into “things I like” and “things I don’t like” – but only on trials in which “flower + pleasant” (i.e., “things I like”) and “insect + unpleasant” (i.e., “things I don’t like”) share response keys. Thus, speedier responses in one IAT block versus the other does not only (or necessarily) reflect differences in underlying evaluations but, instead, the asymmetrical influence of recoding that simplifies responses on some trials but not others.

In the context of the insect/non-word IAT, Meissner and Rothermund (2015) proposed that participants employ recoding based on salience asymmetries among the response categories. Specifically, non-words are unfamiliar and, thus, are more salient than known words. Similarly, negative words are more salient than positive words (Rothermund & Wentura, 2004). Because non-words and negative words are more salient than insects and positive words, responses on “non-word + negative” and “insect + positive” trials can be recoded as “more salient” and “less salient”. To test this hypothesis, Meissner and Rothermund (2015) applied the ReAL model (Meissner & Rothermund, 2013: Figure 4) to participants’ responses on an insect/non-word IAT. As expected, the Recoding parameter differed significantly from zero, indicating the influence of this task-simplification strategy. Additionally, and importantly, the evaluation parameters (i.e., Associations) were negative for insects but neutral for non-words. Thus, MPTs helped to resolve a nonsensical implicit bias suggesting preference for insects over non-words: by separating out
the influence of an additional process, the MPT revealed a theoretically-consistent pattern of evaluations.

Figure 4. The ReAL model (Meissner & Rothermund, 2013) depicted for an evaluative IAT with flowers and insects as target categories. The ReAL model posits the influence of three qualitatively distinct processes. **Recoding (Re)** reflects a task simplification strategy by which the target and attribute categories are collapsed into a single category based on a common feature. **Label-based identification (L)** reflects the controlled search for a stimulus’ category label and the response key to which it is assigned. **Evaluative associations (A)** reflect evaluations activated by the target stimuli.

**The Mystery of Multiple MPTs**

Given that multiple MPTs have been validated on implicit measures, the interested researcher might reasonably wonder which model is “right”. The first, and most important, answer is: It depends on your research question. For example, the Quad model is the way to go if you are interested in inhibition, whereas the ReAL model is best if you are interested in recoding.
In other words, a validated model that includes parameters reflecting the processes that are relevant to your research is the right model for you. That said, many models for implicit measures have parameters in common, so more than one MPT might be suited to investigate your process(es) of interest. When faced with the choice between multiple models, the question of which model is best for a given set of data can be addressed quantitatively, through established model selection procedures.

The extent to which a given model fits data can be evaluated using familiar statistics such as $\chi^2$ and $G^2$, which quantify the extent to which the outcomes predicted by a model align with the observed data. Consequently, competing models can be fit to the same data and the best one selected based on goodness of fit (i.e., the model with the lower $\chi^2$ or $G^2$). However, a model with more parameters is more flexible and, all else equal, will provide better fit to data than a model with fewer parameters. Because $\chi^2$ and $G^2$ do not account for the number of parameters in a model, they are insufficient for selecting between models with different numbers of parameters. For example, the PD model includes two parameters, whereas the ABC model (Stahl & Degner, 2007: Figure 5) includes three. Readers who are familiar with structural equation modeling may already know the model selection indices Akaike information criterion (AIC: Akaike, 1973) and Bayesian information criterion (BIC: Schwarz, 1978), which impose fit penalties based on the number of parameters in the model. That said, two models with the same number of parameters can still vary in equation complexity. For example, both the ABC model and the Trip model (Nadarevic & Erdfelder, 2011: Figure 6) include three parameters, but the equations of the Trip model are more complicated than those of the ABC model. A model with more complex equations is more flexible and, all else equal, will provide better fit to data than one with less complex equations. Minimum description length (MDL: Wu, Myung, &
Batchelder, 2010) is a model selection index that imposes fit penalties for both number of parameters and equation complexity. Thus, the decision between competing models should be guided, in part, by Occam’s razor: Controlling for complexity, choose the model that provides best fit to the data.

**Figure 5.** The ABC model (Stahl & Degner, 2007) posits the influence of three qualitatively distinct processes to the EAST (DeHouwer, 2003). *Control* (C) reflects controlled processing of task-relevant stimulus features. *Automatic* (A) reflects valence activated by the stimuli. *Bias* (B) reflects guessing when neither C nor A influence the response.
Figure 6. The Trip model (Nadarevic & Erdfelder, 2011) posits the influence of three qualitatively distinct processes to the GNAT (Nosek & Banaji, 2001). Association Activation (AC) reflects evaluations activated by the target stimuli. Detection (D) reflects accurate responding to stimuli. Guessing (G) reflects response biases that always determine responses when D is not achieved.

Selecting the one true model. Many MPTs for implicit measures share a common dual-process structure and are, thus, nested versions of one another. The PD model is the most basic of these MPTs, with two parameters reflecting one automatic and one control process. The ABC and Trip models build upon the PD model by including a third parameter reflecting a response bias or guessing process. And finally, the Quad model adds a second control parameter to the three parameters (i.e., automatic, control, and guessing) reflected in the ABC and Trip models.
Though the exact specifications of the shared parameters are not identical across models, the conceptual meaning of the automatic, control, and guessing parameters is consistent across these models. Thus, interested researchers can apply nested models to the same data to examine whether the model that includes a certain parameter provides better fit than the model that does not include that parameter.

Nadarevic and Erdfelder (2011) adopted this nested-model approach to evaluate the Trip versus Quad models in the context of both the IAT and the GNAT. In two studies, both the Trip and Quad models were fit to data from participants who completed an IAT and a GNAT. The Trip model consistently provided better fit to GNAT data, whereas the Quad model consistently provided better fit to IAT data. Given that the primary difference between the Trip and Quad models is that the latter includes a parameter reflecting inhibitory control (i.e., Overcoming Bias), this pattern of results indicates that inhibition of this kind plays a larger role in IAT responses than it does GNAT responses. Bishara and Payne (2009) and Sherman et al. (2008) report similar model selection exercises in the context of the IAT and sequential-priming type tasks, and converge on the conclusion that the PD model provides better fit to data from sequential priming-type tasks, whereas the Quad model provides better fit to data from the IAT. Taken together, these results not only highlight a fruitful approach to determine which model is best suited for a given implicit measure, but also underscore the broader point that task procedures facilitate versus constrain the influence of different cognitive processes (Payne et al., 2008).

Whereas Nadarevic and Erdfelder (2011), Bishara and Payne (2009), and Sherman et al. (2008) all compared two specific models against each other, Rees, Rivers, and Sherman (2019) adopted a multiverse approach to model selection (see also Rivers, Sherman, Rees, Reichardt, &
Rees and colleagues’ (2019) participants completed a sequential priming task designed to assess stereotypical judgments of Black versus White people (i.e., the Stereotype Misperception Task: SMT; Krieglmeyer & Sherman, 2012). In addition to applying the MPT that was developed in conjunction with the SMT (i.e., the SMT model: Figure 7), Rees and colleagues also applied six other MPTs to the same data: the PD model; a variant of the PD model that includes a guessing parameter; a variant of the PD model in which the automatic rather than the control process is dominant (i.e., the “Stroop” model: Lindsay & Jacoby, 1994); the automatic-dominant PD model with the addition of a guessing parameter (which corresponds to the ABC model); the AMP model (Payne et al., 2010: Figure 8); and an alternative specification of the SMT model in which the control rather than the automatic process is dominant. The model selection indices AIC, BIC, and MDL illustrate that the SMT model consistently provides better fit to these data than all other models, with the exception of the AMP model. In the case of the SMT versus AMP model, the evidence is relatively more mixed. In two of four experiments, the SMT model provides better fit than the AMP model on all three indices, but in one experiment the SMT model provides better fit in terms of BIC but the AMP model provides better fit in terms of AIC and MDL, and in another experiment the SMT provides better fit in terms of BIC and MDL but the AMP model provides better fit in terms of AIC. Taken together, this pattern of results highlights the superior performance of the SMT versus other models in fitting these data, but at the same time demonstrates the extent of heterogeneity among these comparisons.
Figure 7. The SMT model (Krieglmeyer & Sherman, 2012) depicted for an SMT configured to assess racial threat stereotypes. The SMT model posits the influence of four qualitatively distinct processes. Stereotype Activation (SAC) reflects stereotypes activated by the prime stimuli. Stereotype Application (SAP) reflects the application of the activated stereotype to the response. Detection (D) reflects accurate responding to the target stimuli. Guessing (G) reflects any other processes that drive responses in the absence of influence from SAC, SAP, and D.
Figure 8. The AMP model (Payne et al., 2010) posits the influence of three qualitatively distinct processes. *Affect* (A) reflects an affective response to the prime stimuli. *Pictograph* (P) reflects an affective response to the target stimuli. *Misattribution* (M) reflects confusing an affective response to the prime stimuli for an affective response to the target stimuli.

**Why not both?**

As the above examples illustrate, when multiple MPTs have been applied in previous research, the goal is usually to determine which model provides better fit to data from a specific implicit measure. However, an alternate approach is to use multiple implicit measures within the same line of research, along with the MPT that is “right” for each measure (in terms of previous validation, etc.) in search of converging evidence across methods and models. For example, implicit evaluations can be reversed with exposure to a single impression-inconsistent behavior, and my colleague and I (Cone & Calanchini, 2020) were interested in the cognitive mechanism(s) underlying this rapid implicit revision. From a traditional dual-process perspective, rapid implicit revision should be expected to reflect control processes because associations are assumed to form slowly and change slowly (e.g., Cunningham, Zelazo, Packer, & Van Bavel, 2007; Smith & DeCoster, 2000; Wilson et al., 2000). Over a series of experiments, participants completed a learning paradigm in which they were exposed to multiple pieces of
positive information about a target person, followed by either an additional neutral piece of information or a highly negative piece of information. Then, participants completed either an IAT or an AMP, and we applied the Quad or AMP model, respectively, to these data. Across measures, and in contrast to the traditional dual-process perspective, we reliably observed effects of the single piece of negative versus neutral information on the attitude-related parameters of each model (i.e., Association Activation and Affect, respectively), suggesting that associations can be changed quickly. This approach demonstrates that MPTs are not natural enemies, competing for parsimony or hegemony. Instead, different MPTs can be used in tandem to provide insight into implicit measures that generalizes beyond one specific model or measure.

Reinterpreted Non-Mysteries

Of Course Older People are Racist

Age differences in implicit racial bias are well documented: older people demonstrate more negative attitudes towards racial outgroups than do younger people (e.g., Nosek, Banaji, & Greenwald, 2002), in terms of latency-based summary statistics of implicit bias. One widely-accepted explanation for this pattern of results is that older people grew up when social norms were less egalitarian, and negative depictions of Black people were more common and more accepted than they are today (e.g., Wilson, 1996). However, MPT analysis tells a different story.

When the Quad model was applied to the responses of participants who completed a race IAT, racial Association Activation did not increase with age (Gonsalkorale, Sherman, & Klauer, 2009); instead, Association Activation remained relatively constant across age groups, even decreasing slightly with age. In contrast, Overcoming Bias decreased significantly starting around age 41-50. This pattern of results indicates that the relatively stronger racial bias demonstrated by older adults does not reflect more biased attitudes but, instead, reflects
decreased ability to constrain the expression of those (more weakly) biased attitudes. Stewart, von Hippel, and Radvansky (2009) report very similar findings using the PD model, which suggests that the observed age-related decline is not an artifact of a specific MPT or operationalization of cognitive control. Thus, MPT modeling challenges a perfectly face-valid explanation (i.e., attitudes reflect the society in which we were raised) in favor of a more nuanced one (i.e., attitudes depend upon cognitive functioning).

**Of Course Everybody is Ageist**

Whereas implicit racial bias is positively correlated with age, implicit age bias does not vary by age: younger and older people alike demonstrate strong pro-young implicit attitudes in terms of latency-based summary statistics of implicit bias (Hummert, Garstka, O’Brien, Greenwald, & Mellott, 2002; Jost, Banaji, & Nosek, 2004; Nosek et al., 2002, 2007). This pattern of results has been interpreted to support system justification perspectives, such that an evaluative preference for youth legitimizes older people’s disadvantaged status in society (Jost et al., 2004). But, once again, MPT analysis tells a different story.

The Quad model was applied to the responses of participants who completed an age IAT, which revealed lower age-related Association Activation among old versus young people, as well as lower Overcoming Bias (Gonsalkorale, Sherman, & Klauer, 2014). This pattern of results indicates that apparent age invariance in implicit age bias reflects older adults’ weaker biased attitudes and decreased ability to constrain the expression of those (more weakly) biased attitudes. Here, MPT modeling highlights two countervailing effects underlying an apparent null effect.

When considered separately, Gonsalkorale and colleagues’ (2009) / Stewart and colleagues’ (2009) evidence of age-related differences in control in the context of racial bias, and
Gonsalkorale and colleagues’ (2014) evidence of age-related differences in control in the context of age bias, could each be interpreted to reflect differences in motivation rather than differences in control, *per se*. That is, perhaps older people grew up during times that they were never taught to (or never needed to) inhibit their biased associations towards either Black or older people. However, two points speak against this interpretation. First, the motivational account is not parsimonious because it posits two domain-specific processes when one domain-general process can account for the observed outcome. Second, domain-specific (i.e., racial) egalitarian motivations are related to two parameters of the Quad model (i.e., Association Activation and Detection), but are unrelated to the parameter that (i.e., Overcoming Bias) varies across age groups (Gonsalkorale, Sherman, Allen, Klauer, & Amodio, 2011). Thus, converging evidence from multiple MPTs and multiple content domains speaks against accepted, but countervailing, motivational accounts for age differences in implicit racial bias but age invariance in implicit age bias, and in favor of a more parsimonious account of age-related deficits in general cognitive function (e.g., Connelly, Hasher, & Zacks, 1991; Hasher & Zacks, 1988).

**Mysteries to Come**

The future is necessarily more abstract than the past. Whereas the past is filled with concrete examples, the future consists of multiple alternative possibilities. So far in this article I have provided specific examples of how MPTs have helped to advance research using implicit measures. In this final section, I speculate more broadly about ways in which MPTs can make further contributions.

**Other MPTs and measures.** I have aimed to at least say a few words about all of the MPTs that have been applied to implicit measures of attitudes and stereotypes. However, I have said more words about some MPTs than others, and this largely reflects the extent to which they
have been used. According to Google Scholar, at the time of this writing the PD model (Payne, 2001) has 1193 citations and the Quad model (Conrey et al., 2005) has 557 citations, but the AMP model (Payne et al., 2010) has 110 citations; the ReAL model (Meissner & Rothermund, 2013) has 74 citations; the SMT model (Krieglmeyer & Sherman, 2012) has 67 citations; the ABC model (Stahl & Degner, 2007) has 53 citations; and the Trip model (Nadarevic & Erdfelder, 2011) has 13 citations. Naturally, citation count is correlated with year of publication but, from my perspective, this pattern of citations suggests that there are questions waiting to be answered by MPTs that have not yet been utilized to their fullest potential.

Similarly, this article focuses heavily on the IAT which, no doubt, reflects the dominant position the IAT enjoys among implicit measures. However, task conditions determine which cognitive processes influence responses on an implicit measure (Payne et al., 2008). Thus, other implicit measures – such as the GNAT and the EAST, and other sequential priming-type tasks (e.g., Fazio et al., 1995; Krieglmeyer & Sherman, 2012; Payne, 2001; Payne et al., 2005) – would seem well-positioned for MPT analyses to reveal insight into social cognitive processes that are not reflected in IAT responses. Moreover, MPTs have not yet been developed for some implicit measures, such as the implicit relational assessment procedure (Barnes-Holmes, Barnes-Holmes, Stewart, & Boles, 2010) and the simple implicit procedure (O’Shea, 2017; O’Shea, Watson, & Brown, 2016). I see this as a growth market.

**RT-MPTs.** All of the MPTs reviewed here rely on categorical data, e.g., frequency of correct and incorrect responses, which stands in contrast to the latency-based metrics by which implicit bias is usually operationalized (e.g., Greenwald et al., 2003). While some may argue about the superiority of response frequency versus latency to reveal insight into mental contents, I contend that the better metric is the one that matches your research question. A researcher
interested in how quickly police officers can respond to an armed suspect would naturally rely on response latency, whereas a researcher interested in whether officers can distinguish armed from unarmed suspects would rely on response frequency. That said, psychological scientists can now have their cake and eat it too: a new class of MPTs have been recently developed that incorporate both response frequency and latency (RT-MPTs: Heck & Erdfelder, 2016; Klauer & Kellen, 2018). Because they include both frequency and latency data, RT-MTs are more psychologically comprehensive than traditional MPTs – with this richer database producing more precise parameter estimates as an added bonus.

To date, RT-MPTs have not been applied to implicit measures, but they seem set to advance the field. For example, associations are often conceptualized to activate more quickly than control processes (e.g., Fazio, 1990), which implies that responses made quickly should primarily reflect the influence of associations rather than control. However, as MPTs reveal, control processes can influence responses on implicit measures that encourage or require fast responses, which complicates the traditional view of the time course of control processes. By incorporating both latency and frequency of responses on implicit measures, RT-MPTs may be able to resolve this, and other, mysteries about implicit measures.

**Conclusion**

In this article, I have briefly provided examples of some of the contributions that MPTs have made to research using implicit measures. MPTs have helped to resolve mysteries that have arisen in the literature over the years, re-interpreted findings that did not seem mysterious in the first place, and may help to solve mysteries in the future. I hope that this article contributes to the latter, and inspires researchers to include MPTs in their work to continue to solve mysteries and advance research using implicit measures.
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